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1. Introduction

Hydrodynamic model tests are the most conventional methods in Naval Architecture to obtain ship main dimensions and main engine power, coupled to resistance-propulsion characteristics, accurately. During model test, geometric model of ship, scaled down to required a size, is towed along towing tank at specified speeds to measure data for ship resistance, propulsion, engine power calculations. But, model production takes time and is costly due to labor and material needs. In this case, to obtain required data for ships with different dimensions in each time a model ship should be produced and repeated tests should be conducted. Nonetheless, in this study prediction of main design parameters and main engine power for ships outside of present data cluster have been investigated.

The most important stage before the production of a chemical tanker construction is the pre-design stage. In the pre-design, with respect to the capacity of goods, the main parameters of the tankers, namely, length, height, draught, breadth, main engine power and speed must be determined as correctly, rapidly and inexpensively as possible. The parameters in focus are calculated using the parameters above mentioned as main design parameters. An error in the calculation of the main parameters consequently results in situations difficult to return or costly to compensate. In order to estimate the main engine power, conventional methods imposed model pool experimental data and/or highly professional software results are used. The convenient methods, especially the experiments, can take enormous times. To overcome, recent machine learning techniques have been investigated.

Of parameters utilized at initial design stage, length between perpendiculars ($L_{BP}$), breadth ($B$), draught ($T$) and deadweight ton ($DWT$) have influence on stability, strength, capacity, construction and operational costs, moreover, ship speed ($V$) and main engine power ($P$) have influence on techno-economic aspects such as, hydrodynamic characteristics, resistance/propulsion, seakeeping and they all affect performance of ships. Thus, at the initial design stage, it is crucial that, these parameters should be determined accurately. For instance, hull weight increases with increasing ($L_{BP}$), resulting an increase in total construction cost. Or, increase in $B$ value causes higher resistance and power. Or, decrease in $T$ results in longitudinal strength challenges. Considering these facts, predicting and determining the relation of coupled parameters which have importance at initial design stage and the ship speed and engine power are more of an issue.

The study of Alkan et al. [1], in which two fishing vessel data were used in several algorithms in order to calculate the ship geom-
etry and stability, can be regarded as a pioneer for a realistic neural network in this field.

Amaryali et al. [2] and Bal et al. [3] made main power engine estimations with an acceptable rate of success, in their studies. These previous works have given light to the idea that the pre-design parameters for the chemical tankers, despite their enormous difference in size with motorboats can be estimated by computational intelligence methods as well. In this study various algorithms have been used, not just a few, but all of the parameters have been estimated well.

Recent studies related to artificial neural network and machine learning methods find practice in naval architecture and ocean engineering fields: In particular, identification of ship motion characteristics using ship hydrodynamics, fault optimization of propeller and shaft systems, intelligent ship autopilot design [4–10], prediction of immersed ship form underwater acoustic noise and ship classification [11–15] and prediction, simulation and fault analysis of ship propulsion powers [16–18].

In this study, different Computational Intelligence Techniques are applied for determining principal parameters of current oil/chemical tankers which have lengths of 53–182 m.

This article is organized as follows. In the following chapter, definition of ship parameters are given. The third chapter defines some properties of the data set. In the fourth chapter, artificial intelligence methods deployed in this study are explained briefly. In the last two chapters, the experimental results and a summary of ideas that may be deduced from this study are given, respectively.

2. Tanker’ main dimensions and used tanker data sets

Tanker’ profile and front view are given in Fig. 1. Main dimensions and related tanker parameters are defined as follows.

- **BL** Baseline: The horizontal line parallel to the design waterline (DWL), which cuts the midship section at the lowest point of the ship. The vertical heights are usually measured from the baseline.
- **AP** After Perpendicular: The vertical line at the point of intersection of the LWL and the centerline of the rudderstock.
- **FP** Forward Perpendicular: The vertical line at the point of intersection of the LWL and the forward end of the immersed part of the ship’s hull.
- **LWL** Load Water Line: The water line at which the ship will float when loaded to its designed draught.
- **L** Length Between Perpendiculars: The distance measured parallel to the base at the level of the load waterline from the after perpendicular to the forward perpendicular.
- **D** Draft: The vertical distance from the waterline at any point on the hull to the bottom of the ship.
- **B** Breadth: The distance from the inside of plating on one side to a similar point on the other side measured at the broadest part of the ship.
- **V** Ship Speed (Knot): The distance in miles taken in a hour.
- **DWT** DeadWeight Ton: Total amount of weight that a ship can carry (cargo, fuel, lubricating oil, fresh water, stores, passengers and baggage, crew and their effects).
- **M** Main Engine Power(kW): This is measured at the flywheel of an engine.

In this study, 114 real oil/chemical tanker data (obtained from www.veristar.com web site and www.gisbir.com – Turkish shipbuilders association web site) are used. Each tanker’s main parameters \( L_{BP} \), \( DWT \), \( B \), \( T \), \( V \) are estimated using computational methods. The parameters’ cross-correlation are given in Table 1. The scatter plot of the data used is given by Fig. 2. Table 1 and Fig. 2 are examined together, and the highest correlation observed is between \( B \) and \( L_{BP} \). Moreover, the average highest and lowest

<table>
<thead>
<tr>
<th>( L_{BP} )</th>
<th>( B )</th>
<th>( T )</th>
<th>( V )</th>
<th>( P )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9265</td>
<td>0.9547</td>
<td>0.9318</td>
<td>0.5018</td>
<td>0.8872</td>
</tr>
<tr>
<td>0.9724</td>
<td>0.9615</td>
<td>0.6808</td>
<td>0.9627</td>
<td></td>
</tr>
<tr>
<td>0.9670</td>
<td>0.6156</td>
<td>0.9367</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.6510</td>
<td>0.9373</td>
<td>0.7418</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3. Computational Intelligence Techniques

In this study, several regression algorithms from different software packages are used. Table 2 illustrates list of methods used and related software packages. WEKA is available at www.cs.waikato.ac.nz/ml/weka. Regression Toolbox is available at www.control.hut.fi/Hyotyniemi/publications/report125/RegrToolbox. PLSToolbox is available at www.eigenvector.com. Matlab Neural Network Toolbox version 7.0 is used. The notation used in the methods are:

- **AIC** to select the best model among all the models.
- **Residual variance** is between the remaining main parameters belong to \( T \) and \( V \), respectively.

3.1. Least Median Square (LMS)

LMS algorithm uses the estimation of the gradient vector from the given data set. Successive corrections to the weight vector in the direction of the negative of the gradient vector are made iteratively until reaching the minimum median square error.

3.2. Simple Linear Regression (SLR)

It is the process of fitting straight lines (models) between each attribute and output. In Eq. (1), the values of \( w \) and \( w_0 \) are estimated by the method of least squares.

\[
y = wx + w_0
\]

The model having lowest squared error is selected as the final model among each parameter model.

3.3. Linear Regression (LR)

The final model is linear regression of a subsample of the attributes. The subsample is selected by iteratively removing the one with the smallest standardized coefficient until no improvement is observed in the estimate of the error given by the Akaike information criterion [22].

\[
y = w_0 + w_1x_1 + \cdots + w_m x_m + \varepsilon
\]

The AIC value, with the assumption of eventual normally distributed errors, is calculated as follows,

\[
AIC = 2k + N \ln \left( \frac{RSS}{N} \right)
\]

where \( k \) is the number of parameters in the model, \( RSS \) is the Residual of Sum of the Squares.

3.4. Multi-layer Perceptron with Adaptive Learning Rate (GDA)

In this technique, backpropagation is often used. The backpropagation used in this article is derived from a Least Mean
Squares Approach described in [23]. The implementation algorithm is derived from [24]. If the bias terms are considered as an input always equal to 1 and fed through a weight, then the output equation of the basic element of the network matrix is given by

\[ \text{Output}_j = \sum_{i=0}^{m} w_{ij} x_i \]  

(4)

where \( w_{ij} \) is the weight connecting input \( i \) to neuron \( j \) and \( S \) is a sigmoid non-linearity function with the formula,

\[ S(a) = \frac{1}{1 + \exp(-a)} \]  

(5)

First, the error for the output layer nodes is computed by

\[ E_j = (d_j - a_j)(1 - a_j) \sum_{j} E_j w_{ij} \]  

(7)

where \( E_j \) is error for node \( j \) in the output layer, \( d_j \) is target activation for node \( j \) of the output layer and \( a_j \) is actual activation for node \( i \) of the output layer. Then, successively, the error values for all hidden layer nodes are computed by using

\[ E_i = a_i(1 - a_i) \sum_j E_j w_{ij} \]  

(8)

where \( E_i \) is error for node \( i \) in a hidden layer, \( E_j \) is error for node \( j \) in the layer above, \( w_{ij} \) is weight for the connection between node \( i \) in the hidden layer and node \( j \) in the previous layer and \( a_i \) is activation of node \( i \) in the hidden layer.

At the end of the backward propagation phase, nodes of the network (except the input layer nodes) will have error values. The error value of a node is used to compute new weights for the connections which lead to the node. The weight change is given by

\[ w_{ij} = w_{ij} + \Delta w_{ij} \]  

(9)

where \( w_{ij} \) is the weight of the connection between node \( i \) in the previous layer and node \( j \) in the output layer or in a hidden layer and \( \Delta w_{ij} \) is the weight change that is given by

\[ \Delta w_{ij} = n_t a_i E_i \]  

where \( t \) is the epoch number. The current learning rate \( n_t \) is not allowed to be greater in magnitude than \( z \) times the previous learn-

---

**Table 2**

<table>
<thead>
<tr>
<th>Used regression algorithms</th>
<th>Abbreviation</th>
<th>Software</th>
</tr>
</thead>
<tbody>
<tr>
<td>Least Median Squared Linear Regression</td>
<td>LMS</td>
<td></td>
</tr>
<tr>
<td>Linear Regression</td>
<td>LR</td>
<td></td>
</tr>
<tr>
<td>Pace Regression</td>
<td>PR</td>
<td>WEKA</td>
</tr>
<tr>
<td>Radial Basis Functions</td>
<td>RBF</td>
<td></td>
</tr>
<tr>
<td>Support Vector Regression</td>
<td>SMO</td>
<td></td>
</tr>
<tr>
<td>Simple Linear Regression</td>
<td>SLR</td>
<td></td>
</tr>
<tr>
<td>MS Model Trees Regression</td>
<td>MSP</td>
<td></td>
</tr>
<tr>
<td>MS Model Trees Rules</td>
<td>MSR</td>
<td></td>
</tr>
<tr>
<td>Neural Network (gradient descent)</td>
<td>GDA</td>
<td></td>
</tr>
<tr>
<td>Neural Network (gradient descent with momentum)</td>
<td>GDM</td>
<td>Matlab Neural</td>
</tr>
<tr>
<td>Neural Network (Levenberg–Marquardt optimization)</td>
<td>LM</td>
<td>Network</td>
</tr>
<tr>
<td>Generalized regression neural network</td>
<td>GRNN</td>
<td>Toolbox</td>
</tr>
<tr>
<td>Multiple Linear Regression</td>
<td>MLR</td>
<td></td>
</tr>
<tr>
<td>Orthogonal Least Regression</td>
<td>OLS</td>
<td>Regression</td>
</tr>
<tr>
<td>Ridge Regression</td>
<td>RR</td>
<td>Toolbox</td>
</tr>
<tr>
<td>Total Least Squares</td>
<td>TLS</td>
<td></td>
</tr>
<tr>
<td>Partial Least Squares</td>
<td>PLS</td>
<td>PLS</td>
</tr>
<tr>
<td>Principal Components Regression</td>
<td>PCR</td>
<td>Toolbox</td>
</tr>
</tbody>
</table>
The selection of initial $n_t$ and $z$ is crucial step. In our experiments, constant learning rate is used ($n_t = 0.01$ - Matlab Neural Network Toolbox’s default value).

3.5. Multi-layer Perceptron with Momentum (GDM)

The only difference between this method and GDA method is the calculation of the weight change. Momentum simply adds a fraction ($m$) of the previous weight update to the current one. The weight change in GDM method is given by

$$\Delta w_j(t) = -n_t E(w_j(t)) + m \Delta w_j(t - 1)$$  \hspace{1cm} (10)

3.6. Radial Basis Function (RBF) Neural Network

For a one-node output layer, the global input–output relationship of an RBF Neural Network can be expressed as a linear combination of $K$ basis function as follows,

$$f(\vec{x}) = \sum_{k=1}^{K} w_k \phi_k(\vec{x})$$  \hspace{1cm} (11)

where $\vec{x} = [x_1, x_2, \ldots, x_m]^T$ is the $m$-dimensional input vector, $w_k$ are the weighting coefficients of the linear combination, and $\phi_k(\vec{x})$ represents the response of the $k$ th neuron of the hidden layer. Typically, the basis function $\phi_k(\vec{x})$ are assumed to be Gaussian shaped with scale factor $\sigma_k$; their values decrease monotonically with the distance between the input vector $\vec{x}$ and the center of each function $c_k = [c_{k1}, c_{k2}, \ldots, c_{km}]^T$ [25].

$$\phi_k(\vec{x}) = \exp \left( -\frac{||\vec{x} - \vec{c}_k||^2}{\sigma_k^2} \right)$$  \hspace{1cm} (12)
3.7. Orthogonal Least Squares (OLS)

OLS is an efficient implementation of the forward stepwise model selection technique for linear regression model [33]. Before selecting a subset model, all the regressors of the initial model are studied in order to determine how each regressor will contribute to the modeling of the desired system. The regressor selected to be included in the subset models is the one that will contribute most significantly with the regressor already selected to model the desired system. The selection process is repeated until the required number of regressor is found. In order to be able to select a RBF network model, an initial network with a large number of nodes must be formed. Each of the node parameters are then pre-set to fix the hidden layer’s response. By fixing the hidden layer’s response, the RBF network is reduced to a linear regression model. The generalized RBF network with a single output node is described by

\[ y = w_0 + \sum_{j=1}^{K} w_j \phi(\tilde{x}|\lambda_j) \]  

where \( y \in \mathbb{R} \) is the response of the network to the input vector \( x \in \mathbb{R}^m, \{ w_j \}_{j=0}^K \) are the scalar weights, \( \phi(.) \) is a radial basis function and \( \lambda_j \) is the set of parameters for the \( j \) th RBF node. Gaussian non-linearity is used to realize \( \phi(.) \), i.e.,

\[ \phi(\tilde{x}|\lambda_j) = \exp\left(-\frac{|x - \tilde{c}_j|^2}{\sigma_j}ight) \]

where \( \lambda_j = [\sigma_j, \tilde{c}_j, D_j] \). The variable \( \sigma_j \) determines the width of the Gaussian response, \( \tilde{c}_j \in \mathbb{R}^m \) is a vector known as the center of the RBF node, and \( D_j \in \mathbb{R}^{m \times m} \) is a diagonal matrix. In practice, the parameters \( \sigma_j \) and \( D_j \) are pre-set to some initial values and centers \( \tilde{c}_j \) are chosen from the data points \( \{x_i\}_{i=1}^N \).

3.8. Pace Regression (PR)

PR is an improvement over OLS in models having a large number of attributes many of which are redundant. Pace regression evaluates the effect of each variable and uses a clustering analysis to improve the statistical basis for estimating their contribution to the overall regression.

3.9. Multiple Linear Regression (MLR)

Multiple Linear Regression (MLR) is one of the statistical tools used for discovering relationship between variables. It is used to find the linear model that best predicts the dependent variable from the independent variables [29].

If the engineering data are created by numerous variables, the analytical methods become very complicated. If a function is a linear function containing two or more variables, the MLR method is an excellent approach to fit engineering data. For example, let \( y \) be the linear fitting function of the \( m \) number of variables \( x_1, x_2, \ldots, x_m \), i.e.,

\[ y(1, x_1, x_2, \ldots, x_m) = w_0 + w_1 x_1 + w_2 x_2 + \cdots + w_m x_m \]

where \( w_0, w_1, \ldots, w_m \) are constant parameters numbered at \( m + 1 \). If the number of engineering data is \( N \), then the sum of the square of error is \( S_e = \sum_{i=1}^{N} (y_i - w_0 - w_1 x_{i,1} - w_2 x_{i,2} - \cdots - w_m x_{i,m})^2 \). Derive the derivatives of the above equation with respect to each parameter, and let

\[ \frac{\partial S_e}{\partial w_0} = \frac{\partial S_e}{\partial w_1} = \cdots = \frac{\partial S_e}{\partial w_m} \]

then a matrix equation can be derived as follows:

\[
\begin{bmatrix}
\sum_{i=1}^{N} x_{1,i} \ y_i \\
\sum_{i=1}^{N} x_{2,i} \ y_i \\
\vdots \\
\sum_{i=1}^{N} x_{m,i} \ y_i
\end{bmatrix}
= \begin{bmatrix}
w_0 \\
w_1 \\
\vdots \\
w_m
\end{bmatrix}
= \begin{bmatrix}
\sum_{i=1}^{N} y_i \\
\sum_{i=1}^{N} x_{1,i} \\
\vdots \\
\sum_{i=1}^{N} x_{m,i}
\end{bmatrix}
\]

The elements \( a_0, a_1, \ldots, a_m \) are the equation parameters estimated by fitting engineering data. The estimated Standard Deviation (SD) of MLR is \( \sigma = \sqrt{S_e/(N - m - 1)} \). Therefore, the sample number \( N \) must be at least larger than \( m + 1 \). Otherwise, the above equation will be invalid if the denominator of the square root non-positive.

3.10. Levenberg–Marquardt (LM)

Levenberg–Marquardt method is one of the best known curve-fitting algorithms which works better than the Gauss–Newton method even if the starting point is very far off the desired minimum. To better illustrate the advantage of LM method over Newton method, consider a multilayer feedforward neural network.

The Newton method calculates the weight function recurrently as follows,

\[ w_{n+1} = w_n - [H\psi(w_n)]^{-1} \nabla \psi(w_n) \]  

where \( \psi : \mathbb{R}^k \rightarrow \mathbb{R} \) is the corresponding error function given by,

\[ \psi(w) = \frac{1}{2} \mathbf{e}(w)^T \mathbf{e}(w) \]

In the LM method, instead of the exact calculation of Hessian matrix which is too costly, a positive-definite approximation is calculated. The approximation formula is given by \( H\psi(w) \approx [\tilde{J}(w)]^T [\tilde{J}(w)] + \mu I \) where

\[
\tilde{J}(w) = \begin{bmatrix}
\frac{\partial e_{11}(w)}{\partial w_1} & \frac{\partial e_{11}(w)}{\partial w_2} & \cdots & \frac{\partial e_{11}(w)}{\partial w_K} \\
\frac{\partial e_{12}(w)}{\partial w_1} & \frac{\partial e_{12}(w)}{\partial w_2} & \cdots & \frac{\partial e_{12}(w)}{\partial w_K} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial e_{K1}(w)}{\partial w_1} & \frac{\partial e_{K1}(w)}{\partial w_2} & \cdots & \frac{\partial e_{K1}(w)}{\partial w_K}
\end{bmatrix}
\]

is the Jacobian matrix, \( \mu > 0, I \) is an identity matrix of size \( K \times K \). The LM method weight recurrence is then calculated as in [26] by

\[ w_{n+1} = w_n - [\tilde{J}(w_n)^T \tilde{J}(w_n) + \mu I]^{-1} \nabla \psi(w_n) \]  

The only drawback of LM method compared to Gaussian method, its slowness in nice conditions, comes from the fact that at each iteration step, the inverse of \( [\tilde{J}(w_n)^T \tilde{J}(w_n) + \mu I] \) has to be calculated.

3.11. General Regression Neural Network (GRNN)

Specht [28] proposed a simple but with a high estimation cost method GRNN which can solve any smooth approximation given enough data. GRNN can be regarded as a normalized RBF network where the hidden layer is usually expressed by a multivariate Gaussian function \( \phi \) with an appropriate mean and an auto variance
matrix as follows:
\[
\phi_k[\vec{x}] = \exp \left( \frac{-[(\vec{x} - \vec{v}_k)^T(\vec{x} - \vec{v}_k)]}{2\sigma^2} \right)
\]
where \(\vec{v}_k\) are the corresponding clusters for the inputs given by
\[
\vec{v}_k = \sum_{x[p] \in \text{cluster} \in \text{CE}: \text{HSP SP} = "0.25"/k} x(p)
\]
The weight vector for a hidden node equals
\[
\vec{w}_k = \frac{\vec{v}_k}{\sum_{k=1}^{N_k} \exp((-d(\vec{x}, \vec{v}_k^2))/2\sigma^2)}
\]
where \(N_k\) is the number of input data in the cluster center \(k\), the distance function is
\[
d(\vec{x}, \vec{v}_k) = \sqrt{(\vec{x} - \vec{v}_k)^T(\vec{x} - \vec{v}_k)}
\]
\(\vec{v}_k\) are the corresponding clusters for the outputs obtained by applying clustering technique of the input/output data that produces \(K\) cluster centers. The outputs of the hidden layer nodes are then multiplied with appropriate interconnection weights to produce the output of the GRNN. The configuration of the neural network model is determined by the nature of the problem to be solved. The number of input neurons is defined by the dimension of input vectors [27].

3.12. Ridge Regression (RR)

Ridge regression is a method from classical statistics that implements a regularized form of Least Squares Regression [34]. In its simplest form, ridge regression determines the parameter vector, \(\vec{w}\) of a linear model, \(f(x) = \vec{w} \cdot \vec{x}\), by minimizing the objective function
\[
W_{R2}(\vec{w}) = \frac{1}{2}||\vec{w}||^2 + \frac{1}{N} \sum_{i=1}^{N} (y_i - \vec{w} \cdot \vec{x}_i)^2
\]
The objective function used in ridge regression above implements a form of Tikhonov regularization of a sum-of-squares error metric, where \(\lambda\) is a regularization parameter controlling the bias-variance tradeoff. This corresponds to penalized maximum likelihood estimation of \(\vec{w}\), assuming the targets have been corrupted by an independent and identically distributed (i.i.d.) sample from a Gaussian noise process, with zero mean and variance \(\sigma^2\), i.e.
\[
y_i = \vec{w} \cdot \vec{x}_i + \epsilon_i \quad \text{where} \quad \epsilon \sim \mathcal{N}(0, \sigma^2)
\]

3.13. Total Least Squares Method (TLS)

Given an overdetermined set of \(m\) linear equations \(Xw = d\) in \(n\) unknowns \(x\), the LS method finds a solution \(x\) which minimizes \(||d - y||\) subject to \(xw = y\)
while the TLS method searches for a solution \(x\) which minimizes \(||x; d - [X; y]f||\) subject to \(xw = y\)
where \(F\) denotes the Frobenius norm [35].

Fig. 3 illustrates graphically the difference between the one-dimensional LS and TLS case. The dashed lines denote LS error and the solid lines perpendicular to line \(b = ax\) denote TLS error. The LS minimizes the squared sum of the vertical distances, whereas the TLS method minimizes the squared sum of the perpendicular distances.


Partial Least Squares (PLS) is a wide class of methods for modeling relations between sets of observed variables by means of latent (not directly observed or measured) variables. It comprises of regression and classification task as well as dimension reduction techniques and modeling tools. The underlying assumption of PLS methods is that the observed data is generated by a system or process which is driven by a small number of latent variables [32]. PLS regression algorithm can build linear regression models and is useful in situations when the number of observed features is significantly greater than the number of observations and high multicollinearity among the features exists. Suppose the input features \(X \subset \mathbb{R}^m\) and output targets \(Y \subset \mathbb{R}\) PLS proposed by [31] uses a robust procedure, a Nonlinear Iterative Partial Least Squares (NIPALS) algorithm to solve a Singular Value Decomposition (SVD) problem.

3.15. Principal Component Regression (PCR)

The method of Principal Component Regression (PCR) consists of two estimation steps [36]. In the first step, \(A\) is estimated by means of principal components. That is, the \(p\) factors are obtained by minimizing the squared Frobenius norm of a matrix \(|X - \hat{X}|^2\) under the restriction that \(X\) has rank \(p\). The squared Frobenius norm of a matrix is simply the sum of squares of all elements of the matrix. The \(X\) variables should be standardized to prevent scale effects. For instance, each column (variable) of \(X\) is scaled to have zero mean and unit norm. The estimates \(A\) can then be obtained from the singular value decomposition (SVD) of \(X\). A more detailed explanation of the first step can be given as follows: Let \(X = UV\) be an SVD of \(X\) where the singular values in the matrix \(S\) are listed in decreasing order. Then \(\hat{X} = U_pS_pV_p\) where \(U_p\) and \(V_p\) consists respectively of the first \(p\) columns of \(U\) and \(V\), and where \(S_p\) is the \(p \times p\) diagonal matrix with the \(p\) largest singular values of \(X\) on the diagonal. If we define \(W = V_p^T\) then it is easily checked that \(\hat{X} = XW = XAB\) for any \(k \times p\) matrix \(A\) and \(p \times k\) matrix \(B\) such that \(AB = W\). For instance, if we take \(A = V_pS_p^{-1}\) and \(B = S_pV_p^T\), it follows that the vectors \(F = AXA^T = IB\) so that the \(p\) factors in \(F\) are scaled and mutually orthogonal. The factors \(F\) constructed in this way are the first \(p\) principal components at \(X\). So, in PCR the parameter matrix \(A\) is estimated by minimizing \(f_0(A, B) = ||X - XAB||^2\). In the second step, the parameters \(\alpha\) and \(\beta\) in \(y_{1:t+1} = \alpha + f_{x_{1:t+1}}\beta + \epsilon_{1:t+1}\) are estimated by ordinary least squares (OLS), for given values of \(A\). Let \(F = AX\), the second step corresponds to minimizing \(f_0(\alpha, \beta) = ||y - \alpha - F\beta||^2 = ||y - \alpha - AX\beta||^2\).

3.16. Support Vector Regression (SMO)

The basic idea in Support Vector Regression (SMO) is to map the input data into a higher dimensional feature space via a nonlinear mapping and then a linear regression problem is obtained and solved in this feature space [21]. In Support Vector Machines method, the regression function is approximated by the following function:
\[
y = \sum_{i=1}^{f} w_i \phi_i(x) + b
\]
where \(\phi_i(x)\) are the features of inputs, \(\{w_i\}_{i=1}^{f}\) and \(b\) are coefficients. The coefficients are estimated by minimizing the regulated risk function
\[
R(C) = C \sum_{i=1}^{f} L(d_i, y_i) + \frac{1}{2} ||\vec{w}||^2
\]
Table 3
Main Design Parameters Prediction Errors.

<table>
<thead>
<tr>
<th></th>
<th>PD</th>
<th>W</th>
<th>T</th>
<th>L</th>
<th>BP</th>
<th>B</th>
<th>T</th>
<th>V</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>LMS</td>
<td>0.08(0.04)</td>
<td>0.14(0.07)</td>
<td>0.05(0.02)</td>
<td>0.05(0.02)</td>
<td>0.06(0.03)</td>
<td>0.15(0.07)</td>
<td>0.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LR</td>
<td>0.06(0.01)</td>
<td>0.08(0.01)</td>
<td>0.05(0.01)</td>
<td>0.05(0.01)</td>
<td>0.06(0.02)</td>
<td>0.12(0.03)</td>
<td>0.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PR</td>
<td>0.06(0.01)</td>
<td>0.08(0.01)</td>
<td>0.05(0.01)</td>
<td>0.05(0.01)</td>
<td>0.06(0.02)</td>
<td>0.12(0.03)</td>
<td>0.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RBF</td>
<td>0.14(0.03)</td>
<td>0.14(0.04)</td>
<td>0.14(0.03)</td>
<td>0.14(0.02)</td>
<td>0.15(0.03)</td>
<td>0.17(0.04)</td>
<td>0.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SMO</td>
<td>0.06(0.02)</td>
<td>0.09(0.03)</td>
<td>0.05(0.01)</td>
<td>0.05(0.01)</td>
<td>0.06(0.02)</td>
<td>0.12(0.02)</td>
<td>0.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SLR</td>
<td>0.07(0.01)</td>
<td>0.08(0.02)</td>
<td>0.06(0.01)</td>
<td>0.06(0.02)</td>
<td>0.06(0.02)</td>
<td>0.13(0.03)</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>M5P</td>
<td>0.06(0.01)</td>
<td>0.03(0.01)</td>
<td>0.04(0.01)</td>
<td>0.04(0.01)</td>
<td>0.05(0.02)</td>
<td>0.11(0.02)</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MSR</td>
<td>0.06(0.02)</td>
<td>0.04(0.14)</td>
<td>0.04(0.01)</td>
<td>0.04(0.02)</td>
<td>0.05(0.02)</td>
<td>0.11(0.02)</td>
<td>0.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.07</td>
<td>0.08</td>
<td>0.06</td>
<td>0.06</td>
<td>0.07</td>
<td>0.13</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

where If |d − y| ≥ ε then Lε(d, y) = |d − y| − ε, otherwise Lε(d, y) = 0 and ε is a prescribed parameter.

3.17. M5 Model Trees (M5P)

M5 algorithm uses the following idea: split the parameter space into areas (subspaces) and build in each of them a local specialized linear regression model [20]. The splitting in Model Tree (MT) follows the idea used in building a decision tree, but instead of the class labels it has linear regression functions at leaves, which can predict continuous numeric attributes. Model trees generalize the concepts of regression trees, which have constant values at their leaves. So, they are analogous to piecewise linear functions (and hence non-linear). Model trees learn efficiently and can tackle tasks with very high dimensionality – up to hundreds of attributes. The major advantage of model trees over regression trees is that model trees are much smaller than regression trees, the decision strength is clear, and the regression functions do not normally involve many variables. Fig. 4 illustrates the M5 model trees mechanism.

3.18. M5 Model Rules (M5R)

Generates a decision list for regression problems using separate-and-conquer. In each iteration it builds a model tree using M5 and makes the “best” leaf into a rule [19].

4. Experimental results

This study has two main objectives. First, predictions are made to predict each of six main parameters used in chemical tanker pre-design given the other parameters. Second, a more detailed investigation is conducted on the estimation of the most important parameter, namely the main engine power (P).

The used algorithms can be divided into two categories as linear model generators and non-linear model generators. The best performed algorithms over our datasets (M5P, M5R, GDA) are non-linear model generators for our datasets. This results say the relation between our attributes are non-linear. The root MSE is used as only performance measure between algorithms since the training time, memory requirements are meaningless in such a small datasets as ours.
Table 4
The statistical significance of Algorithms’ Prediction Errors, formed as the number of (win/tie/lost) out of 6 datasets.

<table>
<thead>
<tr>
<th></th>
<th>LMS</th>
<th>LR</th>
<th>PR</th>
<th>RBF</th>
<th>SMO</th>
<th>SLR</th>
<th>MSP</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>(1/5/0)</td>
<td>(1/5/0)</td>
<td>(0/6/0)</td>
<td>(0/2/4)</td>
<td>(0/0/6)</td>
<td>(0/0/6)</td>
<td>(0/0/6)</td>
</tr>
<tr>
<td>PR</td>
<td>(1/5/0)</td>
<td>(0/6/0)</td>
<td>(0/6/0)</td>
<td>(0/6/0)</td>
<td>(0/6/0)</td>
<td>(0/6/0)</td>
<td>(0/6/0)</td>
</tr>
<tr>
<td>RBF</td>
<td>(0/2/4)</td>
<td>(0/0/6)</td>
<td>(0/0/6)</td>
<td>(0/0/6)</td>
<td>(0/0/6)</td>
<td>(0/0/6)</td>
<td>(0/0/6)</td>
</tr>
<tr>
<td>SMO</td>
<td>(1/5/0)</td>
<td>(0/6/0)</td>
<td>(0/6/0)</td>
<td>(0/6/0)</td>
<td>(0/6/0)</td>
<td>(0/6/0)</td>
<td>(0/6/0)</td>
</tr>
<tr>
<td>SLR</td>
<td>(0/5/1)</td>
<td>(0/3/3)</td>
<td>(0/3/3)</td>
<td>(0/3/3)</td>
<td>(0/3/3)</td>
<td>(0/3/3)</td>
<td>(0/3/3)</td>
</tr>
</tbody>
</table>

4.1. Predictions of Main Design Parameters

In Table 3, 6 main design parameters prediction experiments are summarized. For the generalization of results, 10 times 10-fold cross validation is applied. For each fold, training and test sets are composed of 99 and 15 samples, respectively. The values are the means of 100 (10 x 10) experiment’s root MSE (RMSE) and standard deviations in parenthesis.

LM1 : $|DWT| = 0.2041 \times L_{BP} + 0.1687 \times B + 0.0649 \times T - 0.0386 \times V + 0.0233 \times P - 0.02272$

LM2 : $|DWT| = 0.3016 \times L_{BP} + 0.3335 \times B + 0.1998 \times T - 0.0386 \times V - 0.0597 \times P - 0.1224$

LM3 : $|DWT| = 0.435 \times L_{BP} + 0.2884 \times B + 0.5183 \times T - 0.1838 \times V + 0.0628 \times P - 0.2958$

LM4 : $|DWT| = 0.7634 \times L_{BP} + 0.2884 \times B + 0.6132 \times T - 0.1632 \times V + 0.0628 \times P - 0.643$

LM5 : $|DWT| = 0.5634 \times L_{BP} + 0.2884 \times B + 0.6318 \times T - 0.1632 \times V + 0.0628 \times P - 0.4511$

For the explanations of the method and the abbreviations see Table 2. The parameters estimated at best on average are $L_{BP}$ and $B$ with a RMSE of 0.06. The worst guess on average is of $V$ with a RMSE of 0.13.

To be able to assess the statistical significance of the differences, Paired T-tester is applied with 0.05 significance value. In Table 4, each algorithm is tested with all other algorithms over 6 datasets. The values in table cell are formed as the number of wins, the number of tie and the number of lost, respectively.

According to Tables 4 and 3, the most successful method is MSP with RMSE of 0.06 and the most win number (26 out of 42 comparisons). Also, there is no significant difference between MSP and MSR performances (see the intersection cell of MSP and MSR algorithms at Table 4). MSP and MSR algorithms have another advantage over other algorithms, since they generate easy to understand rules. The least successful method is RBF with a RMSE of 0.15 and 0 win number. For each individual parameter, the method approximates best and the associated rule are given as follows.

4.1.1. Prediction of Main Engine Power ($P$)

The best method is MSP with a RMSE of 0.06. The rule associated is as follows.

$|L_{BP}| \leq 0.561$

$|L_{BP}| > 0.386$ : LM1

$|L_{BP}| > 0.386$ : LM2

$|L_{BP}| > 0.561$

$|L_{BP}| \leq 0.672$ : LM3

$|L_{BP}| > 0.672$ : LM4

LM1 : $P = 0.1311 \times DWT + 0.1431 \times L_{BP} + 0.3864 \times B + 0.2289 \times V - 0.0197$

LM2 : $P = 0.6576 \times DWT + 0.1552 \times L_{BP} + 0.0529 \times B + 0.3799 \times V - 0.0211$

LM3 : $P = 0.1167 \times DWT + 0.4946 \times L_{BP} + 0.0312 \times B + 0.1894 \times V + 0.1154$

LM4 : $P = 0.0979 \times DWT + 0.4256 \times L_{BP} - 0.0837 \times B + 0.1615 \times V + 0.3252$

4.1.2. Prediction of Dead Weight Tone (DWT)

The best method is MSP with a RMSE of 0.0293. The rule associated is as follows.

$T \leq 0.577$

$|L_{BP}| \leq 0.344$ : LM1

$|L_{BP}| > 0.344$ : LM2

$T > 0.577$

$|L_{BP}| \leq 0.853$ : LM3

$|L_{BP}| > 0.853$

$T \leq 0.919$ : LM4

$T > 0.919$ : LM5

4.1.3. Prediction of Length Between Perpendiculars ($L_{BP}$)

The best method is M5R with a RMSE of 0.0369. The rule associated, which is given below, should be applied in this order.

PKW $\leq 0.537$

$DWT > 0.092$ : LM1

$B \leq 0.369$ : LM2

$B \leq 0.633$ : LM3

$DWT > 0.709$

$B > 0.881$ : LM4

LM5

4.1.4. Prediction of Breadth (B)

The best method is M5P with a RMSE of 0.0378. The rule associated is

$|DWT| \leq 0.254$

$|DWT| \leq 0.05$

$T \leq 0.086$ : LM1

$T > 0.086$

$|DWT| \leq 0.046$ : LM2

$DWT > 0.046$ : LM3

$DWT > 0.05$ : LM4

$DWT > 0.254$ : LM5

LM1 : $B = 0.4468 \times T - 0.0281 \times V + 0.118 \times P + 0.5456 \times DWT + 0.2314 \times L_{BP} + 0.0129$

LM2 : $B = 0.2353 \times T - 0.0333 \times V + 0.1395 \times P + 0.8777 \times DWT + 0.2314 \times L_{BP} + 0.0223$

LM3 : $B = 0.2353 \times T - 0.0333 \times V + 0.1395 \times P + 0.9265 \times DWT + 0.2314 \times L_{BP} + 0.0222$

LM4 : $B = 0.0736 \times T + 0.096 \times P + 0.9138 \times DWT + 0.4332 \times L_{BP} + 0.0951$

LM5 : $B = -0.1581 \times T - 0.0864 \times P + 0.6948 \times DWT + 0.1522 \times L_{BP} + 0.3851$
Table 5
The main engine power (P) prediction errors.

<table>
<thead>
<tr>
<th>Parameter order according to correlation with P</th>
<th>LM</th>
<th>DWT</th>
<th>B</th>
<th>T</th>
</tr>
</thead>
<tbody>
<tr>
<td>P prediction success order with CDM trials</td>
<td>0.1208</td>
<td>0.1263</td>
<td>0.2281</td>
<td>0.3147</td>
</tr>
<tr>
<td>P prediction RMSEs</td>
<td>4.15</td>
<td>4.16</td>
<td>4.17</td>
<td>4.18</td>
</tr>
</tbody>
</table>

Fig. 5. Main power predictions using only 1 parameter.

4.1.5. Prediction of Draught (T)

The best method is M5P with a RMSE of 0.0477. The rule associated is

\[
\begin{align*}
DWT & \leq 0.169 : \\
P & \leq 0.145 : \\
DWT & \leq 0.011 : \text{LM1} \\
DWT & > 0.011 : \text{LM2} \\
P & > 0.145 : \text{LM3} \\
DWT & > 0.169 : \\
DWT & > 0.365 : \text{LM4} \\
DWT & > 0.365 : \\
DWT & < 0.926 : \\
DWT & < 0.56 : \text{LM5} \\
DWT & > 0.56 : \\
B & \leq 0.793 : \text{LM6} \\
B & > 0.793 : \text{LM7} \\
DWT & > 0.926 : \text{LM8} \\
\end{align*}
\]

4.1.6. Prediction of Ship Speed (V)

The best method is M5P with a RMSE of 0.1123. The rule associated is

\[
\begin{align*}
P & \leq 0.234 : \text{LM1} \\
P & > 0.234 : \text{LM2} \\
LM1 & : V = 2.0053 \times P - 2.6391 \times DWT - 0.5638 \times B + 0.973 \times T + 0.0825 \\
LM2 & : V = 0.7921 \times P - 0.1118 \times DWT - 0.3631 \times B + 0.517 \times T + 0.3773 \\
\end{align*}
\]

4.2. Detailed Analysis of Main Engine Power (P) Predictions

Due to the fact that the estimation of the main power is of utmost importance, the parameter is examined in detail and the estimation is effectuated on several different toolboxes. The first step was estimation trials on neural network toolbox to find out which individual parameter has the greatest influence on main engine power. Fig. 5 shows the relation of P with each of other parameters using the GDM method.
Table 5 combines the success order of the methods using 1-parameter trials and the success order according to correlation results explained in Table 1. Both of the two orders can be seen fairly in parallel.

Trials with 1-parameter are followed by trials including 2, 3, 4 and 5 parameters together. Trials with 5-parameters, namely all remaining parameter experiments has given the best approximation. The results for the trials with 5-parameters are shown in Table 6.

The values given in Table 6 are the best results of each method with different parameter configurations. The most successful method is GDA with RMSE of 0.0454, which is better than M5P with a RMSE of 0.06 on WEKA toolbox.

5. Conclusion

In naval engineering, the conventional methods use several parameters (although some of which require tedious work and costly experiments) to calculate the engine power, the water displacement and other pre-design parameters [30]. As an alternative methodology, this study aims to estimate main design parameters by the help of several machine learning algorithms. The two main objectives of this study are discovery of the best/worst predictable parameter among all design parameter estimation. The second one is to find out which parameter is the most influential on and which machine learning method is the most successful in the estimation of the most important chemical tanker pre-design parameter, main engine power ($P$). In order to find out the best approximation method, 6 regression methods included in WEKA toolbox are used. To estimate each individual parameter, experiments are made using all of the five remaining parameters and the rules are given in details and trials for best approximations evaluated. The experiments show that the best approximated parameter is the length ($L(wp)$) while the worst one is the speed ($V$). The most successful method is Model Trees (M5P). In order to find out the main power using 1-parameter only, several regression methods in MATLAB neural network toolbox (NNET) are used. $L(wp)$ emerges as the parameter that defines best the $PKW$. Experiments using 2, 3, 4 and 5 parameters at a time to estimate $PKW$ are realized using NNET. The experiments show that the best approximation comes out when all the 5 remaining parameters are used collectively. Finally, 5 parameter approximations are evaluated both with NNET regression toolbox and PLS toolbox. The best method is found to be GDA for all toolboxes.

In this study, it is shown that all the main pre-design parameters except the speed can be predicted accurately. And it is proposed that the expensive and time consuming conventional ship model experiments can be replaced by the computational predictive methods.

Finally, we would like to thank Assist. Prof. Aykut SAFA for their thoughtful comments.

Table 6

<table>
<thead>
<tr>
<th>Method</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>LM</td>
<td>2.4805</td>
</tr>
<tr>
<td>GDA</td>
<td>0.0454</td>
</tr>
<tr>
<td>GDM</td>
<td>0.0521</td>
</tr>
<tr>
<td>GRNN</td>
<td>0.0775</td>
</tr>
<tr>
<td>MLR</td>
<td>0.0925</td>
</tr>
<tr>
<td>OLS</td>
<td>0.0925</td>
</tr>
<tr>
<td>RR</td>
<td>0.0884</td>
</tr>
<tr>
<td>TLS</td>
<td>0.6133</td>
</tr>
<tr>
<td>PCR</td>
<td>0.0932</td>
</tr>
<tr>
<td>PLS</td>
<td>0.0928</td>
</tr>
</tbody>
</table>
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